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Abstract

Why does the transpose of matrix multiplica-
tion is (AB)T = BT AT ? I was told this is the
rule when I was a university student. But, there
must be something we could understand this.
First, I would like to show you that the relation-
ship of dot product of vectors and its transpose

is
[
u

T
v

]T
= vu

T . Then I will point out to you
that a matrix is a representation of transform
rather a representation of simultaneous equa-
tions. This point of view gives us that a matrix
multiplication includes dot products. Combin-
ing these two point of views and one more, a
vector is a special case of a matrix, we could
understand the first equation.

1 Introduction

This article talks about the transpose of matrix
multiplication

(AB)T = BT AT . (1)

When I saw this relationship, I wonder why
this happens. For me, transpose is an operator,
it looks like this is a special distribution law. If
multiply something (for instance, -1),

(−1) · (a + b) = (−1 · a) + (−1 · b).

There is no place exchange of a and b, it does
not become b a. But in the case of transpose,

(AB)T = BT AT

︸ ︷︷ ︸

The order AB becomes BA.

. (2)

Why this happens? If I compare the each of
element, I could see this should be, however,
I feel something magical and could not feel to
understand it. Recently, I read a book and felt
a bit better. So I would like to introduce the
explanation.

Before we start to talk about the matrix mul-
tiplication, I would like to start from dot prod-
uct of vectors since vector is a special case of ma-
trix. Then we will generalize back this idea to
matrix multiplication. Because a simpler form
is usually easier to understand, we will start a
simple one and then go further.

2 Dot product of vectors

Let’s think about two vectors u, v. Most of the
linear algebra textbooks omit the elements of
vector since it is too cumbersome, however, I
will put the elements here. When we wrote ele-
ments like

u =








u1

u2

...
un








(3)

as a general vector, this is also cumbersome. So,
I will start with three dimensional vector. Then
we could extend this to general dimensional vec-
tors. Here the main actor of this story is trans-
pose T , this is an operator to exchange the row
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and column of a matrix or a vector.

u
T =





u1

u2

u3





T

=
(

u1 u2 u3

)
(4)

I assume you know what is a dot product of
vectors (dot product is also called as an inner
product). The dot product (uv) is

(uv) = u
T
v

=
(

u1 u2 u3

)





v1

v2

v3





= u1v1 + u2v2 + u3v3 (5)

Let’s think about one more step. Why I want
to go one more step? Because this article is for
explaining what is transpose. Therefore I would
like to go one more step. Then some of you
want to know why transpose matters for me.
This is because I matter it. There is no way to
prove this is interesting subject in a mathemat-
ical way. I just feel it is intriguing. There are
many good mathematics book which has deep
insight of mathematics. I have nothing to add
to these books regarding mathematical insight.
However, the emotion of my interest is mine
and this is I can explain. Many of mathemat-
ical book tries to extract the beauty of mathe-
matics in the mathematical way. I totally agree
this is the way to see the beauty of mathemat-
ics. But this beauty is a queen beauty who has
high natural pride. It is almost impossible to
be near by for me. I would like to understand
this beauty in more familiar way. Therefore, I
am writing this with my feelings to the queen.
Of course this method has a dangerous aspect
since I sometimes can see only one view of the
beauty, sometimes I lost other view points.

Now, Let’s think about one more step and
think about transpose of this.

(u1v1 + u2v2 + u3v3)
T = ? (6)

A dot product produces a scalar value, therefore
transpose does not change the result. Therefore,
it should be

(uv)T = (u1v1 + u2v2 + u3v3)
T

= (u1v1 + u2v2 + u3v3)

= (uv). (7)

We could think about the transpose opera-
tion further using this clue – transpose does not
affect the result of vector dot product.

If the distribution law is kept also for trans-
pose,

[
u

T
v

]T
=

[
u

T
]T

[v]T

= uv
T . (8)

(Where we use transpose of transpose produces

original form (uT T
= u).) However,

(uv)T =
[
u

T
v

]T

=




(

u1 u2 u3

)





v1

v2

v3









T

=






(
u1 u2 u3

)T





v1

v2

v3





T





=





u1

u2

u3




(

v1 v2 v3

)

=





u1v1 u1v2 u1v3

u2v1 u2v2 u2v3

u3v1 u3v2 u3v3





6= (uv) (9)

This is even not a scalar, so something is wrong.
(Some of the reader wonder why a vector mul-
tiplication becomes a matrix. Equation 9 is a
Tensor product. I could not explain this in this
article, but, you could look up this with keyword
“Tensor product.” ) From Equation 9,

[
u

T
v

]T
6= u

T T
v

T . (10)

To make transposed and original dot product
the same,

(uv)T =
(

v1 v2 v3

)





u1

u2

u3



 (11)

is necessary. This means we need to exchange
the vector position of u and v. This means

(uv)T =
[
u

T
v

]T

→
(

v1 v2 v3

)





u1

u2

u3





= v
T
u

= (vT T

u)

= (vu) (12)
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Figure 1: Anatomy of dot product vector trans-
pose

The → in Equation 12 is required. There is no
objective reason, I think this is correct. At the
end,

[
u

T
v

]T
= v

T
u

= v
T

[
u

T
]T

. (13)

Figure 1 shows that: 1. exchange the vector
position, 2. distribute the transpose operator.

You might not like this since here is only a
sufficient condition. But from the one transpose
for each element and two vectors combination,
we could find only this combination is the possi-
bility. So, I believe this is sufficient explanation.

Now the remaining problem is what is the
relationship between matrix multiplication and
vector dot products. You might see the rest of
the story.

This explanation is based on Farin and Hans-
ford’s book [1]. I recommend this book since
this book explains these basic ideas quite well.
Some knows the Farin’s book is difficult. I also
had such an impression and hesitated to look
into this book. But, this book is easy to read. I
enjoy the book a lot.

3 Matrix Multiplication

My calculum of mathematics introduced matrix
as a representation of simultaneous equation.

y1 = a11x1 + a12x2 + · · · + a1nxn

y2 = a21x1 + a22x2 + · · · + a2nxn

...
...

...

yn = an1x1 + an2x2 + · · · + annxn (14)

This is a natural introduction, but when I
thought matrix multiplication, I needed a jump

to extends the idea. I wonder, how many stu-
dents realize a matrix multiplication includes
dot products? I realized it quite later. Here,
y1 is a dot product of a[1...n]1 and x[1...n].

y1 = a11x1 + a12x2 + · · · + a1nxn

=
(

a11 a12 · · · a1n

)








x1

x2

...
xn







(15)

Another my favorite book [2] shows that matrix
has an aspect of a representation of transforma-
tion. According to this idea, matrix is composed
of coordinate vectors. By any ideas or aspects,
these are all property of matrix. The formal op-
erations of matrix are all the same in any way
to see matrix.

One powerful mathematical idea is “when
the forms are the same, they are the same.”
We could capture the same aspect of different
things. If one aspect is the same, then we could
expect these different two things have a common
behavior. For example, every person has per-
sonality, there is no exact the same person. But,
some of them share their hobby, they could have
similar property. People who share the hobby
might buy the same things. To extends this
idea further, in totally different country, totally
different generation people could buy the same
thing because of the sharing aspects. “Found a
similar aspect in the different things” is the one
basic mathematical thinking. Here, we could
find the same form in coordinate transformation
and simultaneous equations.

When we see a matrix as a coordinate sys-
tem, such matrix is composed of coordinate axis
vectors. Here, we think three dimensional coor-
dinates only.

a1 =





a11

a21

a31





a2 =





a12

a22

a32





a3 =





a13

a23

a33



 (16)
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Figure 2: A three dimensional coordinate sys-
tem

Figure 3: Coordinate system and projection. In
any coordinate system, the coordinate value it-
self is given by projection = dot products.

We could write a matrix A as

A =
(

a1 a2 a3

)

=





a11 a21 a31

a12 a22 a32

a13 a23 a33



 . (17)

Figure 2 shows an example coordinate system in
this construction. A coordinate of a point x is
the following:

x = a1x1 + a2x2 + a3x3

=





a11

a12

a13



x1 +





a21

a22

a23



 x2 +





a31

a32

a33



x3 (18)

Where x1, x2, x3 are projected length of x onto
a1, a2, a3 axis, respectively. Now we said “pro-
jected.” This is dot product. Let’s see in two
dimensional case in Figure 3 since I think a three
dimensional case is still a bit cumbersome. You
can see each coordinate value is dot product to
each coodinate axis. Equation 18 can be rewrit-

Figure 4: Two coordinate systems

ten to express dot product form explicitly:

x = a1x1 + a2x2 + a3x3

=
(

a1 a2 a3

)





x1

x2

x3



 (19)

x is only one element of coordinate system axis.
In three dimensional case, there are three axes,
x1, x2, x3. Each coordinate axis is projected to
the other coordinate axes to transform the co-
ordinate system. Figure 4 shows two coordinate
systems a1, a2, a3 and x1, x2, x3.

AX

=
(

a1 a2 a3

) (
x1 x2 x3

)

=





a11 a21 a31

a12 a22 a32

a13 a23 a33









x11 x21 x31

x12 x22 x32

x13 x23 x33





(20)

I hope you now see the dot product inside the
matrix.

4 Transpose of Matrix Mul-

tiplication

A transpose of matrix multiplication has vector
dot products, therefore, it should be (AB)T =
BT AT .

This article’s discussion is based on the dif-
ference between dot product and tensor prod-
uct, however, I was suggested the standard proof
is still simple and understandable, so, I will show
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the proof.

(BT AT )ij = (bT )ik(aT )kj

=
∑

k

bkiajk

=
∑

k

ajkbki (21)

= (AB)ji

= (AB)T

I talked about the reason of Equation 21 in this
article. The proof is indeed simple and beauti-
ful. It is just too simple for me and could not
think about the behind when I was a student.
I enjoyed to find the behind of Equation 21. I
hope you can also enjoy the behind of this sim-
ple proof.
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